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Specialized Functions: Software Defined Hardware (SDH)
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e Trigger profiling and
reconfiguration

SDH

e Add high-level primitives to current Intrepydd language

* Primitives include map, partition, reduce, etc.
Simplify programming and high-quality parallel code generation

 For example, the following map operation:
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c = map(Lambda a,, a,,..: op(Qp, Qy,.)s Xos Xgpe) Phase change?

(LSTM)

e Can be translated to:

L1: for(int i1 = @; i1 < x,.dim(@); il++) {
L2: for(int 12 = @; 12 < x,.dim(1); i2++) {
c[i1][i2] = op(x,[i1][i2], x,[i1][i2], x,[i1][i2], ..);
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» Lowest level run-time of DDARING that interfaces to the specifics of the TA1 architecture.

* Profiling is input into the trained LSTM to detect phase changes during dynamic execution.

 When a new phase is detected, it is looked up in a code & configuration cache (CCC)
where cache misses from this are handled by the knowledge base (which in turn was

.HW . populated by the auto-tuner) SR
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(Some frequently co-
occurring kernels may
be merged)
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