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Background Approach Results and Impact
Al in Edge Devices Improving the Accuracy of SC Inference Accuracy Improvements
= Edge Al is highly desirable due to lower latency and improved = SC-aware Al training accounts for SC induced errors completely Achieved accuracy comparable to 8-bit fixed-point
privacy and security closes the SC-fixed point accuracy gap = Shown for Str_e_et V_|ew House Number (SVHN) dataset
= Edge Al should support a variety of applications under tight, often = Complemented by controlled stream randomness, hybrid SC- * SC-aware training improves accuracy by up to 48%
= Memory Bottleneck: Currently, large Al models incur high memory g ) a )
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| L S Scalable, Programable SC Architecture Performance Improvements
v » Fully digital, programmable architecture (with an instruction set) » Compared to 8b fixed-point on SVHN dataset, improvements are:
h 7 = Massive compute parallelization: = 2.9X (energy), 7.4X (latency), 4.3X (area), +2.2% (accuracy)
| | = MAC/mm2: ~96k (SC) vs ~0.5k (fixed-point) " 120X energy-delay product (EDP) (22X 1so-accuracy)
Stochastic Computing (SC) = Computation skipping based stochastic pooling to save 4X-9X " Mo:'e Iexpec;ed with VC-MTJ based on-chip sto(rjage i
. i = Multiple performance-accuracy points supported on the same
» Numbers represented as average of random binary streams energy/latency with no accuracy loss o Ple b y P PP
= Run-time programmable accuracy vs energy/latency araware

= Compact multiply-and-accumulate (MAC) units enable massive = CMOS 14nm prototypes currently in the foundry
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= |Longer streams improve compute accuracy “SpudoSpedi P N
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k / Design Variant Accuracy @ GOPS TOPS/W | Area [mm?] Illilillllllllllliiliill"lllllilllllll - B
Challen ges Accuracy-plus | 89.0%-91.0% | 150-600 | 15-59 0.2
= How to deliver high Al inference accuracy without sacrificing the Coupling SC with Magneto-Electric RAM EDP-plus 89.0%-91.0% | 600-2400 | 19-76 | 0.4
ara”ellzatlon beneflts Of SC ’7 _ . . . VC-MTJ based | 89.0%-91.0% | 600-2400 21-81 0.2
P = Voltage controlled magnetic tunneling junction (VC-MTJ) based E—— 90 39, 558 > »
L - - : . memory as cheap, high density, non-volatile, on-chip storage
= How to maintain scalability/programmability without sacrificing . Gy s?/naller anc!lj 3 ?ess enery than other on-chi pmemo?ies S S -
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= End of project goal: full integration of SC and VC-MTJ based on-
chip storage

= How to scale memory bandwidth to match SC’s compute
parallelism? Conventional memory is not dense enough.
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