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Scaling of AI Servers with Optically Switched Network

• The computing power required in AI and machining-learning workloads has 
increased by 300,000 times in the past 7 years (doubling in 3.5 months)

• However, the hardware improvement as predicted by Moore’s Law is only 12 
times in the same period (doubling every 18 months)

• Fundamental changes in how we construct high performance computing clusters 
are needed to keep up with the demand

Wafer-Scale Integration Enabling Unprecedented High Port Count

Tight CMOS Integration to Reduce Number of Electrical I/O
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• World’s largest integrated photonic switch
• Chip area: 4cm x 4 cm
• 3x3 blocks of 80x80 “switchlets”
• Digital switching with 70 dB extinction ratio
• 400 ns switching time

Test Setup of 240x240 Switch

• Novel wafer-scale electronic-photonic integration enables silicon photonic 
switches with
- Port counts approaching/exceeding free-space 3D MEMS switches 

but 100,000x faster switching time
- Orders of magnitude lower power consumption than electrical switches

• Enable high bandwidth, low latency networks for AI servers and high-
performance computers (HPC)

Impact

Advantages of optical switches:
• “Unlimited” bandwidth
• Future proof (transparent to data rates, formats)
• Low power consumption (100x lower than 

electrical switches)
• Low PHY latency – speed of light
Challenges:
• Currently, there is no large-scale optical switch 

with microsecond switching time
• Efficient network control and

management need to be 
developed

• Traditional electrically 
switched networks are 
facing fundamental limits in 
power consumption

• For example, commercial 
switch chips with 12.8 Tb/s 
throughput consumes 
400W

• Optically switched network 
could enable much larger 
cluster HPC

Goal of this research is to develop optical switches with port counts 
approaching (exceeding) those of free-space switches but with 100,000x 

faster switching speed. Below is a comparison of switch technologies:
Commercial
3D MEMS-based 
Free-Space 
Switches

Goal of this program: 
Fully Integrated 
Si Photonic
Super-Switch

• We have combined several novel ideas to demonstrate an unprecendented
1024x1024 switch fully integrated on a Si chip:

• Drastically reduce the optical loss by using MEMS-actuated adiabatic couplers, 
which has zero loss in the OFF state

• Modular design with crossbar architecture. The 1024x1024 switch comprises 
8x8 blocks of 128x128 switch blocks

• Each 128x128 block fits within a lithography reticle
• Use Wafer-scale integration to lithographically stitch the switch blocks to form 

large-scale switches beyond reticle size limit
• Only 3 different reticles are needed for wafer-scale integration:

• CMOS control chips are directly integrated on top of the optical switches to reduce 
the number of electrical I/O (and hence the pin count)

• Modular CMOS design with 32x32 chiplets
• CMOS chiplets are tiled to control larger switch fabrics (e.g., 128x128, 1024x1024)
• High voltage CMOS driver capable of 70V output in 100 ns
• Fully digital addressing to select the active driver

[Calient Inc.] R. Helkey et al. 
Optics & Photonics News, May 2002

Actuator Capacitance

Driving Voltage

http://www.calient.net/

	Slide Number 1

