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Background

Ever-Demanding Computing Power for
Al and Machine-Learning Workloads

Approach

Wafer-Scale Integration Enabling Unprecedented High Port Count

Results and Impact

Wafer-Scale Integrated 240x240 switches

« We have combined several novel ideas to demonstrate an unprecendented Transfer Curve Switching Time

Test Setup of 240x240 Switch
1024x1024 switch fully integrated on a Si chip: -
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« Enable high bandwidth, low latency networks for Al servers and high-
performance computers (HPC)
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