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THE SHIFTING NATURE OF DATA...
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New Forms of Data Parallelism
New Numeric Formats & Precisions

Rethinking Data Compression

Processing Data at the Source/Edge
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MOORE'S LAW EVOLVING...

1000X in Reduction in Feature Size
New Materials | New Architecture
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... INCREASING DESIGN & PROGRAMMING COMPLEXITY
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A cosmology application from the Stephen Hawking Institute




TACKLING THESE CHALLENGES
REQUIRES A SYSTEMS VIEW



INTEL LABS
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LET'S LOOKAT AN EXAMPLE...




EXPLORE | SPIKING
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HOW CAN WE ACHIEVE A>1,000X
IMPROVEMENT IN COMPUTE EFFICIENCY?



THINKING DIFFERENTLY...
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EXPLORE
SOLUTIONS

SPIKING NEURAL NETWORK (SNN}

SYNAPSE DENDRITE

Input Spike Synaptic-delay handling Neuron Model Output Spike
Routing Tables Routing Tables



EXPLORE
SOLUTIONS

LOIHI ARCHITECTURE
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128 cores | 128k neurons | 128M synapses

Each neuromorphic core simulates many
“logical neurons”

On-die mesh fabric supports efficient
distribution of spiking messages

Highly-complex neural network topologies

Scalable on-chip learning capabilities to
support a range of learning paradigms




EXPLORE
SOLUTIONS

AN EXAMPLE USAGE: SPARSE CODING

LASSO Sparse Coding
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Tang et al., arxiv: 1705:05475




EXPLORE
SOLUTIONS

OTHER POTENTIAL ALGORITHMS

DEEP LEARNING

Translating Conventional
Deep Networks to SNN Form

Backpropagation for SNNs |
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250K to 500K neurons

LOIHI SYSTEMS
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INTEL NEUROMORPHIC RESEARGH COMMUNITY

DISCOVERING AND OPTIMIZING APPLICATIONS IN A THRIVING RESEARCH ECOSYSTEM

‘ B] ENGAGED ‘ >50
GROUPS
WORKSHOPS
REACHING OUT

TO OVER
400 PUBLICATIONS MAMQING \b APPlI[IATIl]NS

THEORY

SNsoRSE . @ P
ACTUATORS -~ wmmns

ACTIVE
PROJECTS

BY COMMUNITY
RESEARCHERS MEMBERS

COLLABORATION OPEN TO ACADEMICS, GOVERNMENT AND INDUSTRY

e = g 0 |

NURTURE
COMMUNITIES



LET'S LOOK AT ANOTHER EXAMPLE...
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Units sold

} New class of computing every 10 years
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EXPLORE
SOLUTIONS

MICHIGAN MICRO MOTE [M3)

HIGH VALUE ASSET TRA[:I(ING

ENVIRONMENTAL INI]IISTRIAI. MILITARY BIOMEDICAL
[lTHER Precision Farming onalized Retail Surveillance Wireless Monitors
APPI.IBATI“NS Air & Water Quality t Homes/Cities Soldier Vitals  Intraocular Pressure
; Asset Assurance ProceSs Monitoring Smart Surgical Tools
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FUTURE OUTLOOK
INTEL COMMUNITY ENGAGEMENT



INTEL AND DARPA WORKING TOGETHER

1,000X ENERGY EFFICIENCY
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“Don't be encumbered by
history. Go off and do
something wonderful.”

- Robert Noyce
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